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19. Three system types of semantics

19.1 Basic structure of semantic interpretation

19.1.1 The 2-level structure of semantic interpretation

LEVEL I: language surface

syntactic-semantic

ASSIGNMENT ALGORITHM

LEVEL II; semantic content

19.1.2 The function of semantic interpretation

For purposes of transmission and storage, semantic content is coded into surfaces of language (represent
When needed, the content may be decoded by analyzing the surface (reconstruction).

The expressive power of semantically interpreted languages resides in the fact that representing and recon:
ing are realizedutomatically a semantically interpreted language may be used correctly without the user havi
to be conscious of these procedures, or even having to know or understand their details.
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19.2 Logical, programming, and natural languages

19.2.1 Three different types of semantic systems

1. Logical languages
Designed to determine the truth value of arbitrary propositions relative to arbitrary models. The correlat
between the two levels is based metalanguage definitions

2. Programming languages
Designed to simplify the interaction with computers and the development of software. The correlation
tween the two levels is based on thmcedural executioon an abstract machine, usually implemented
electronically.

3. Natural languages
Preexisting in the language community, they are analyzed syntactically by reconstructing the combinatc
of their surfaces. The associated semantic representations have to be deduced via the general princig
natural communication. The correlation between the two levels is baseaheentional association
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19.2.2 Three types of semantic interpretation

logical languages

LEVEL I: propositions
metalanguage
definition

set theoretic
LEVEL II:

model of the ‘world’

programming languages

commands

procedural
execution

operations on
an abstract

machine

natural languages

surfaces

conventional
association

literal meanings used
by the speaker-hearer
relative to the

internal context
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19.2.3 Mapping relations between the three types of semantics

natural languages

. —_— .
logical languages programming languages
-

CF LAE (©1999 Roland Hausser



FoCL, Chapter 19: Three system types of semantics 347
19.2.4 Characterizing the mapping relations: Replication, Reconstruction, Transfer, and Combination

e Replication
Selected natural language phenomena are replicated in logical languagds.(Nelected aspects of log-
ical languages are replicated procedurally in programming languages like LISP and Prelde).(I'he
programming languages also replicate natural language concepts directly, e.g. ‘commaitel.(N

e Reconstruction
Theoretical linguistics attempts to reconstruct fragments of natural language in terms of legit) (ICom-
putational linguistic aims at reconstructing natural languages by means of programming languads (P
One may also imagine a reconstruction of programming concepts in a new logical language (P

e Transfer
Computer science attempts to transfer methods and results of logical proof theory into the programr
languages (k>P). Philosophy of language attempts to transfer the model-theoretic method to the sema
analysis of natural language {&N).

e Combination
Computational linguistics aims at modeling natural communication with the help of programming langua
(P—N). Thereby methods and results of the logical languages play a role in both, the construction of |
gramming languages (& P) and the analysis of natural language£IN). This requires a functional overall
framework for combining the three types of language in a way that utilizes their different properties wh
avoiding redundancy as well as conflict.
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19.3 Functioning of logical semantics

19.3.1 Interpretation of a proposition

LEVEL | logical language: sleep (Julia)
0.9
LEVEL Il world (model): 0,00
CF fa=
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19.3.2 Definition of a minimal logic

1. Lexicon

Set of one-place predicates: sl¢ep, sing}
Set of names: Julia, Susanne}

2. Model
A model M is a two-tuple (A, F), where A is a non-empty set of entities and F a denotation function (see-

3. Possible Denotations

(a) If P, is a one-place predicate, then a possible denotation olBtive to a modelM is a subset of A.
Formally, F(R)M C A.

(b) If o is a name, then the possible denotationswaklative to a modelM are elements of A. Formally,
Fla)M € A.

(c) If ¢ is a sentence, then the possible denotations célative to a modelM are the numbers 0 and 1,
interpreted as the truth values ‘true’ and ‘false.” Formally) 41 € {0,1}.

Relative to a modeM a sentence is a true sentence, if and only if the denotatibm M is the value 1.
4. Syntax

(a) If P, is a one-place predicate andis a name, thenR«) is a sentence.
(b) If ¢ is a sentence, theno is a sentence.
(c) If ¢ is asentence andl is a sentence, theh & 1 is a sentence.
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(d) If ¢ is a sentence andl is a sentence, thep Vv v is a sentence.
(e) If ¢ is a sentence andl is a sentence, thé — 1 is a sentence.
(f) If ¢ is a sentence and is a sentence, thep =+ is a sentence.

5. Semantics
(a) ‘Pi(«) is atrue sentence relative to a model if and only if the denotation of in M is element of the

denotation of Rin M.
(b) ‘= ¢’ is atrue sentence relative to a model if and only if the denotation o is O relative taM.

(c) ‘¢ & ¢’ Is atrue sentence relative to a model if and only if the denotations ab and of:) are 1 relative

to M.
(d) ‘¢ V 9’ is atrue sentence relative to a model if and only if the denotation o or + is 1 relative to

M.
(e) ‘¢ — 2’ is atrue sentence relative to a model if and only if the denotation o relative toAM is O or

the denotation ofp is 1 relative toM.
(f) ‘¢ =1’ is a true sentence relative to a mode! if- and only if the denotation of relative toAM equals

the denotation of) relative toAM.
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19.3.3 Schema of Tarski’s T-condition

T: x is a true sentence if and only if p.

19.3.4 Instantiation of Tarski's T-condition

‘Es schneit’ is a true sentence if and only if it snows.

19.3.5 Relation between object and metalanguage

metalanguage:

LEVEL | object language: Es schneit. <— ‘Esschneit’

IS a true sentence
if and only if

LEVEL Il world: state of snowing - It Snows.
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19.3.6 T-condition in a logical definition

refers to P(a) in object language

metalanguage:

LEVEL | object language: P(a) - V| The sentence ‘P(a)’
is true relative to M iff

o the denotation of a in M is an
LEVEL I model M: ° 0 O ° <—— element of the denotation of P in M

describes part of the modai

19.3.7 The appeal to immediate obviousness in mathematics

En 'un les principes sont palpables mais éloignés de 'usage commun de sorte qu'on a peine a tourner late téte de ce cote-|
mangue d’habitude : mais pour peu qu’on 'y tourne, on voit les principes a peine; et il faudrait avoir tout a fait I'esprit faux
pour mal raisonner sur des principes si gros qu'il est presque impossible gu’ils échappent.

[In [the mathematical mind] the principles are obvious, but remote from ordinary use, such that one has difficulty to turn to
them for lack of habit : but as soon as one turns to them, one can see the principles in full; and it would take a thoroughly
unsound mind to reason falsely on the basis of principles which are so obvious that they can hardly be missed.]

B. PAscAL (1623 -1662)Pensées1951:340
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19.4 Metalanguage-based versus procedural semantics

19.4.1 Example of a vacuous T-condition
‘Alis red’ is a true sentence if and only if Ais red.
19.4.2 Improved T-condition for red

‘Aisred’ is atrue sentence if and only if A refracts light in the electromagnetic frequency interval between
o andg.

19.4.3 Hierarchy of metalanguages

[[[object lang. =—metalanguage] =— metametalanguage] <=— metametametalanguage] ...
A

v

world
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19.4.4 Autonomy from the metalanguage

Autonomy from the metalanguage does not mean that computers would be limited to uninterpreted, purely
tactic deduction systems, but rather that Tarski's method of semantic interpretation is not the only one poss
Instead of assigning semantic representations to an object language by means of a metalanguage, comput
an operational method in which the notions of the programming language are realized automatically as mac
operations.

19.4.5 Example of autonomy from metalanguage

There is no problem to provide an adequate metalanguage definition for the rules of basic addition, multiplica
etc. However, the road from such a metalanguage definition to a working calculator is quite long and in the
the calculator will function mechanically — without any reference to these metalanguage definitions and witl
any need to understand the metalanguage.

19.4.6 Programming logical systems

There exist many logical calculi which have not been and never will be realized as computer programs.
reason is that their metalanguage translations contain parts which may be considered immediately obviot
their designers (e.g. quantification over infinite sets of possible worlds in modal logic), but which are neverthe
unsuitable to be realized as empirically meaningful mechanical procedures.
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19.5 Tarski’'s problem for natural language semantics

19.5.1 Logical semantics for natural language?

The attempt to set up a structural definition of the term ‘true sentence’ — applicable to colloquial language
—is confronted with insuperable difficulties.

A. Tarski 1935, p. 164.
19.5.2 Tarski’s proof

For the sake of greater perspicuity we shall use the symbol ‘c’ as a typological abbreviation of the expres.
sion ‘the sentence printed on page 355, line 8 from the bottom.” Consider now the following sentence:

Cc IS not a true sentence

Having regard to the meaning of the symbol ‘c’, we can establish empirically:

(a) ‘cis not a true sentence’ is identical with c.

For the quotation-mark name of the sentence ¢ we set up an explanation of type (2) [i.e. the T-conditior
19.3.3]:

(b) ‘c is not a true sentence’ is a true sentence if and only if ¢ is not a true sentence.

The premise (a) and (b) together at once give a contradiction:

c is a true sentence if and only if c is not a true sentence.
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19.5.3 Inconsistent T-condition using Epimenides paradox

C is  true  iff C IS not true
substitution  ‘true’ from metalang. correlate metalang. correlate
based on metalanguage to object language to object language

abbreviation T-condition statement ‘c’ word ‘true’

19.5.4 Three options for avoiding Tarski's contradiction in logical semantics

1. Forbidding the abbreviation and the substitution based on it. This possibility is rejected by Tarski bece
“no rational ground can be given why substitution should be forbidden in general.”

2. Distinguishing between the truth predicate tfusf the metalanguage and tfuef the object language. On
this approach

c is trué” if and only if c is not trué
IS not contradictory because tfe# true’.
3. This option, chosen by Tarski, consists in forbidding the use of truth predicates in the object language.
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19.5.5 Reasons for the third option

If the goal is to characterize scientific theories like physics as true relations between logical propositions
states of affairs, then the vagueness and contradictions of the natural languages must be avoided — as form
by G. Frege 1896:

Der Grund, weshalb die Wortsprachen zu diesem Zweck [d.h. Schlisse nur nach rein logischen Gese
zen zu ziehen] wenig geeignet sind, liegt nicht nur an der vorkommenden Vieldeutigkeit der Ausdriicke,
sondern vor allem in dem Mangel fester Formen fir das Schliel3en. Woértes alsn<, >folglich<,
>weil< deuten zwar darauf hin, dafld geschlossen wird, sagen aber nichts Uber das Gesetz, nach de
geschlossen wird, und kdnnen ohne Sprachfehler auch gebraucht werden, wo gar kein logisch gerechtfe
tigter Schluf vorliegt.

[The reason why the word languages are suited little for this purpose [i.e., draw inferences based or
purely logical laws] is not only the existing ambiguity of the expressions, but mainly the lack of clear
forms of inference. Even though words like ‘therefore,” ‘consequently,” ‘because’ indicate inferencing,
they do not specify the rule on which the inference is based and they may be used without violating the
well-formedness of the language even if there is no logically justified inference.]

The goal of characterizing scientific truth precludes reconstructing the object language as a natural langt
Therefore there is no need for a truth predicate in the object language — which is in line with Tarski’s option.
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19.5.6 Reasons against the third option

If the goal is to apply logical semantics to natural language, then the third option poses a serious prob
This is because natural language as the pretheoretical metalanguageontain the worddrue and false.
Therefore a logical semantic interpretation of a natural (object-)language in its entirety will unavoidably re:
in a contradiction.

19.5.7 Montague’s choice: Ignoring the problem

| reject the contention that an important theoretical difference exists between formal and natural lan-
guages. ... Like Donald Davidson | regard the construction of a theory of truth — or rather the more
general notion of truth under an arbitrary interpretation — as the basic goal of serious syntax and semar
tics.

R. Montague 1970
19.5.8 Davidson'’s choice: Suspending the problem

Tarski’s ... point is that we should have to reform natural language out of all recognition before we could
apply formal semantic methods. If this is true, it is fatal to my project.

D. Davidson 1967
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20. Truth, meaning, and ontology

20.1 Analysis of meaning in logical semantics

20.1.1 The meaning principle of logical semantics

If a speaker-hearer knows the meaning of a sentence, (s)he can say for any state of affairs whether tt
sentence is true or false with respect to it.

20.1.2 Existential generalization

The truth of a proposition F(a,b) implies that a exists and that b exists. For example, the sdulankissed
Richard is analyzed semantically ask#ssrelation between the entitiehilia and Richard. If Julia kissed
Richard is true, then it must be true that Julia exists and Richard exists.

20.1.3 Substitutivity of identicals

The premises F(b) and b = ¢, F(b) implies F(c). For exampRiaghard = Prince of Burgundy, then the truth
of the sentencdulia kissed Richard implies the truth of the sentendelia kissed the Prince of Burgundy.
This substitutivity ofRichard andPrince of Burgundy salva veritatei.e. preserving the truth-value, is based
on the fact that these two different expressions denote the same object.
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20.1.4 Valid and invalid instances of existential generalization

1) Julia finds a unicorn. > A unicorn exists.
2) Julia seeks a unicorn. »* A unicorn exists.

The premises in these two examples have exactly the same syntactic structure, namely F(a,b). The only diffe
consists in the choice of the verb. Yet in (1) the truth of the premise implies the truth of the consequent
accordance with the rule of existential generalization, while in (2) this implication does not hold.

20.1.5 First problem for extensional ontology

How a relation can be established between a subject and an object if the object does not exist. Bigva can
seeks a unicorn be grammatically well-formed, meaningful, and even true under realistic circumstances?

20.1.6 Isolating the first problem

Part of the solution consisted in specifying certain environments in natural sentences in which the rule of €
tential generalization does not apply, e.g., in the scope of a verlsdigk. These environments are called the
unevenFrege 1892)ppaque(Quine 1960), ointensional(Montague 1974¢ontexts
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20.1.7 Second problem for extensional ontology

How should the difference in the meaning of different expressions for non-existing objects, ssghaas
circle, unicorn, andPegasus, be explained? This is necessary because of the second inference rule, the sul
tutivity of identicals.

For example, if we were to use the empty set as the referegfuaire circle, unicorn, andPegasus in order to
express that no real objects correspond to these terms, then the tdullacfeeks a unicorn would imply the
truth of Julia seeks Pegasus andJulia seeks the square circle because of the substitutivity of identicals.

20.1.8 Frege’s solution to the second problem

Frege 1892 concluded from the non-equivalence of, éudia seeks a unicorn andJulia seeks a square
circle that in addition to the real objects in the world there also exist natural language meaningsseafied
(Sinn), which are independent of their referemferentg Bedeutung).

20.1.9 Ontological status of meaning (sense)

Frege attributed a similar form of existence to the meanings of natural language as to the numbers and
laws in mathematical realism. Mathematical realism proceeds on the assumption that the laws of mathermr
exist even if no one knows about them; mathematic@insoverlaws which have extemporal validity. Frege
supposed the meanings of natural language to exist in the same way, i.e., independently of whether thet
speakers-hearers who have discovered them and use them more or less correctly.
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20.2 Intension and extension

20.2.1 Examples of Carnap’dntensions

intension
proposition: Ix J— {0,1}
extension

intension
propername: Kk J—acA
extension

intension
1-pl. predicate: Ix J— {al,a2,.}CA
extension

e ¥ =
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20.2.2 Two approaches to meaning

Frege’s theory: [+sense] Carnap’s theory: [-sense]

1. surface of expression 1. surface of expression

2. meaning (sensg

3. referent 2. function: index @ ———=  3.extension
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20.3 Propositional attitudes

20.3.1 Two basic problems of logical semantics for natural language

e the Epimenides paradox and
e the problem of propositional attitudes.

20.3.2 Example of a propositional attitude
Suzanne believes that Cicero denounced Catiline.
20.3.3 Assumption of modal logic regarding proper names: rigid designators

According to the intuitions of modal logic, a proper name denotes the same individual in all possible wor
(rigid designator). For example, becauSieero and Tullius are names for one and the same person it holds
necessarily (i.e, in all possible worlds) ti@icero = Tullius. Therefore, it follows necessarily from the truth of
Cicero denounced Catiline thatTullius denounced Catiline.
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20.3.4 Problem for propositional attitudes

Even though the referents of Cicero and Tullius are necessarily identical, this could be unknown to Suza
Therefore, a valid substitutiosalva veritatewould require the truth oSuzanne believes that Cicero is
Tullius.

Determining what an individual believes depends on what the individual chooses to report. Because it cann:
checked objectively whether this is true or not, individual ‘belief-worlds’ have justly been regarded as a pri
example of what lies outside any scientific approach to truth.

20.3.5 Fundamental question of logical semantics: Formulation |

Definition of truth (conditions) by means of meaning or
definition of meaning in terms of truth (conditions)?

20.3.6 Fundamental question of logical semantics: Formulation Il

Is the speaker-hearer part of the model structure or
is the model structure part of the speaker-hearer?

CF LAE (©1999 Roland Hausser



FoCL, Chapter 20: Truth, meaning, and ontology 366
20.3.7 Two ontological interpretations of model theory

[-constructive] [+constructive]
world world
language surface COGNITIVE AGENT

language surface

level of referents % level of referents

20.3.8 The most fundamental difference betweentfconstructive] ontologies

e Any system based on a [-constructive] ontology must have a metalanguage-based semantics.
e Any system based on a [+constructive] ontology must have a procedural semantics.
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20.4 Four basic ontologies

20.4.1 Ontologies of semantic interpretation

i [-sense, —constructive]
Russell, Carnap, Quine, Montague

world

language surface

referent

iii [-sense, +constructive]
Newell & Simon, Winograd, Shank

world

COGNITIVE AGENT

language surface

referent

il [+sense, —constructive]
Frege

world
language surface
[sense]

referent

iv [+sense, +constructive] _
Anderson, CURIOUS, SLIM-machine

world

COGNITIVE AGENT
language surface
[sense]

referent

e ¥ =
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20.4.2 The [-sense,—constructive] ontology (i) of logical semantics

Concerned with a solid foundation for truth, logical semantics uses only referents which are considered t
real. Given its ontological foundations, logical semantics is in principle unsuitably for a complete analysis
natural language meaning.

20.4.3 The [t+sense,—constructive] ontology (ii) of Frege

Attempt to analyze uneven (opaque, intensional) readings in natural language. As a theory of truth, any [-
structive], metalanguage-based semantics is necessarily incompatible with representing cognitive states.

20.4.4 The [-sense,+constructive] ontology (iii) of programming languages.

Designed to control electronic procedures via the commands of a programming language. A direct, fixed .
nection between language expressions and their referents prevents autonomous classification of new obje
principle. Therefore, [-sense, +constructive] systems are limited to closed worlds created by the programm

20.4.5 The [tsense,+constructive] ontology (iv) of thBLim theory of language

The [+sense] property is the structural basis for matching of meaind the context of use, while the [+con-
structive] property allows the matching to occur inside the cognitive agent.
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20.5 Sorites paradox and the treatment of vagueness

20.5.1 Sorites paradox or paradox of the heap

One grain of sand does not make a heap. Adding an additional grain still doesn’t make a hegiaits
do not form a heap, then adding another single grain will not make a heap either. However, if this proces:
of adding a grain is continued long enough, there will eventually result a genuine heap.

20.5.2 Vagueness as motivation for non-bivalent logic

Sensitive students of language, especially psychologists and linguistic philosophers, have long been a
tuned to the fact that natural language concepts have vague boundaries and fuzzy edges and that, con
guently, natural-language sentences will very often be neither true, nor false, nor nonsensical, but rathe
true to a certain extent and false to a certain extent, true in certain respects and false in other respects.

G. Lakoff 1972, p. 183
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20.5.3 Future-contingent propositions as motivation for non-bivalent logic

Throughout the orthodox mainstream of the development of logic in the West, the prevailing view was
that every proposition is either true or else false - although which of these is the case may well neither be
necessarys regards the matter itself ndeterminableas regards our knowledge of it. This thesis, now
commonly called the “Law of Excluded Middle”, was, however, already questioned in antiquity. In Chap.
9 of his treatis€On Interpretation (de interpretationghristotle discussed the truth status of alternatives
regarding “future-contingent” matters, whose occurrence — like that of the sea battle tomorrow — is not
yet determinable by us and may indeed actually be undetermined.

N. Rescher, 1969, p. 1
20.5.4 The basic problem of three-values logics and the many-valued logics

Which truth-value should be assigned to complex propositions based on component propositions with
non-bivalent truth-values?

For example: What should be the value of, eA&kB if A has the value 1 andl has the value #? Similarly in a
many-valued system: if the component proposi#iohas the truth-value 0.615 amdhas the value 0.423, what
value should be assignedA&B?
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20.5.5 Vagueness in [-sense,-constructive] semantics

world
language surfaces: [the door is open] and [the door is red]
referents: 0,615 0,423

20.5.6 Vagueness in [+sense,+constructive] semantics

world
COGNITIVE AGENT
language surface C sign
d
[se%se]
refegre nt b referent
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20.5.7 Why vagueness is not a property of language meaning

The hearer is faced with a context consisting of a grey stone and a pale pink stone. Responding to th
utterancelake the red stone, the cooperative hearer will pick the pale pink stone. For simplicity, the
meaning of red is represented by a bright red card.

surface: Take thead stone!

meaning: bright red card

context: pale pink
stone

If the grey stone is replaced by a dark red one, the pale pink stone ceases to be the best match. Respond
to Take the red stone, the cooperative hearer will not pick the pale pink stone, but the red one.

surface: Take thead stone!

meaning: bright red card

context: pale pink
stone

It is not the meaningof red which changed, but the context.
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21. Absolute and contingent propositions

21.1 Absolute and contingent truth
21.1.1 Notion of proposition in logic

Specialized use, representing sentences which do not require knowledge of the utterance situation for sen
interpretation. This use is problematic because it constitutes a hybrid betwea#rr@amceand anexpression

21.1.2 Absolute propositions

Express scientific or mathematical contents. These are special in that they make the interpretation largely
pendent from the usual role of the speaker. For example, in

In a right-angled triangle, it holds for the hypotenuse A and the cathetes B and C that A = B® + C=.

the circumstances of the utterance have no influence on interpretation and truth value.

21.1.3 Logical truth for absolute propositions

Logical truth is represented by the metalanguage wtalde andtrue referring to the set-theoretic objects
und{(}, respectively. These serve as model-theoretic fix points into which the denotations of propositions
mapped by the metalanguage rules of interpretation.
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21.1.4 Contingent propositions

Express everyday contents suchyasrr dog is doing well.
Can only be interpreted — and thereby evaluated with respect to their truth value — if relevant circumstance
utterance situation (STAR point) are known.

21.1.5 Natural truth for contingent proposition

Represented by the truth valuese“ andfalse“. A contingent proposition such as

The Persians have lost the battle

is true®, if the speaker is an eye witness who is able to correctly judge and communicate the facts, or if tr
exists a properly functioning chain of communication between the speaker and a reliable eye witness.

21.1.6 Procedural definition of the natural truth valuestrue® and false®

A proposition — or rather a statement — uttered by, e.g., a robot is evaluateegsf all procedures contributing
to communication work correctly. Otherwise it is evaluatefiadse°.
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21.1.7 Comparing natural and logical truth

world

[+sense, +constructive]

COGNITIVE AGENT

language surface
3

sense
A
2
V

-=

1

context =-------

[-sense, -constructive]

4
- > sign =—=  metalanguage
A definition
5
6
v

- = state of affairs

e ¥ =
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21.2 Epimenides in a [+sense,+constructive] system

21.2.1 Benign case of a language-based abbreviation

fact (|) C ..........................................................
= the blue box is on
top of the red box.

fact (”) blue ...............................................
red correspondence

----------- sentence C is not true.
C doesn’t correspond to reality

------- C = the blue box is on
top of the red box

interpret fact (i)

.......................... blue
red

e ¥ =
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21.2.2 A [+constructive,+sense] reanalysis of the Epimenides paradox

location x: Cis not true @ = C IS not true PR
C doesn’t correspond to reality

fact (i): C = the sentence at location X =~ o = C = thge sentence at location x
interpret fact (i)

location x: C is not true

21.2.3 How the [+constructive,+sense] reanalysis disarms the Epimenides paradox

e the wordstirue® andfalse may be part of the object language without causing a logical contradiction in it
semantics, and

e the recursion caused by the Epimenides paradox can be recognized in the pragmatics and taken c:
without adversely affecting the communicative functioning of the system.
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21.2.4 Basis of the reanalysis of the Epimenides paradox

The distinction between (i) the logical truth valukandO from the T-condition and (ii) the natural truth values
true® andfalse from the object language replaces Tarski’s logical contradiction

a. Cislifandonlyif Cisnot1
by the contingent statement

b. Cis 1if and only if C is not true®.

21.2.5 Why the reanalysis is not open to logical semantics

The procedural notion of natural truth — essential for avoiding Tarski’s contradiction — can be neither motive
nor implemented outside a [+constructive,+sense] ontology.
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21.3 Frege’s principle as homomorphism

21.3.1 The communicative function of natural syntax

Is the composition of semantic representations by means of composing the associated surfaces. Montagt
malized this structural correlation between syntax and semantics mathematicafigrmas@orphism

21.3.2 Intuitive notion of a homomorphism

A structural objecso is homomorphic to another structural obj&e, if for each basic element b there is a
(not necessarily basic) counterpar80, and for each relation between elementsarthere is a corresponding
relation between corresponding elementSD.

21.3.3 Homomorphism as a relation between two (uninterpreted) languages

Language-2 is homomorphic to language-1 if there is a function T which

e assigns to each word of categayn language-1 a corresponding expression of categarylanguage-2,
and

e assigns to each n-place compositfan language-1 a corresponding n-place composifian language-2,
such that

o T(f(a,b)) = F((T(a))(T(b)))
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21.3.4 Schematic representation of Montague’s homomorphism

language-1.: f (a, b)

a_b
language-2: F(ALB) —— A-B

21.3.5 Syntactic composition with homomorphic semantics

analyzed surfaces: o b

17T
meaningsy : A oB ——= AB

21.3.6 Why the homomorphism condition by itself is not sufficient as a formalization of Frege’s principle

Frege’s principle is defined fanalyzedsurfaces, whereas natural language communication is basathoa-
lyzedsurfaces. The problem is that the transition from unanalyzed to analyzed surfaces (interpretation) and
versa (production) has been misused to enrich the levels of the analyzed surface and/or the, rhganeans

of zero elements or identity mappings.

e ¥ =
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21.3.7 Use of zero elemergtllegal)

1. Smuggling in during interpretatio ) — Filtering out during productionfy)

unanalyzed surfaces: 8|l’ a|t’
analyzed surfaces: z|a o b|# = at|3#
meaningsy : A o B — AB

Postulated whenever the unanalyzed surface does not contain what the grammar theory would like to fir
Peter drank DET# wine YOU# help me!
2. Filtering out during interpretatiod.j — Smuggling in during productiort-j

unanalyzed surfaces: 8|l’ k|) a|b’
analyzed surfaces: T o b# — at|3#
meaningsy : A — A

Postulated whenever the surface contains something which the grammar theory would not like to find.

Peter believes THAT# Jim is tired. mixedDET# wine WAS# ordered BY# Peter
mixed: Peter promised Jim TO# Peter# sleep mixed: Peter persuaded Jim TO# Jim# sleep.
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21.3.8 Use of identity mappingillegal)

1. Filtering out during productionf{) — Smuggling in during interpretatior )

unanalyzed surfaces: a’ b’ a’
analyzed surfaces: a ob — ab#
meaningsy : A o B — AB

2. Smuggling in during productiorf — Filtering out during interpretation j

unanalyzed surfaces: a’ b’ ab’
analyzed surfaces: a ob — ab#
meaningsy : A oB — A
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21.3.9 Surface compositionality Il (SC-II principle)

A semantically interpreted grammar is surface compositional if and only if

e the syntax is restricted to the composition of concrete word forms (i.e. no zero elements and no ider
mappings),
e the semantics is homomaorphic to the syntax, and

e Objects and operations on the level of semantics which correspond to the syntax in accordance witl
homomorphism condition may not be realized by zero elements or identity mappings.
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21.4 Time-linear syntax with homomorphic semantics

21.4.1 Time-linear build-up of semantic hierarchies

e Step l:Translation of word forms into component hierarchies
Each word form is mapped into a semantic component hierarchy (tree). The structure of the tree is detern
by the syntactic category of the word form.

e Step 2:Left-associative combination of component hierarchies
For each combination of the left-associative syntax there is defined a corresponding combination of con
nent hierarchies on the level of the semantics.

21.4.2 Derivation of component hierarchies from word forms

the —
(SN’ SNP)

man —
(SN)
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21.4.3 Time-linear composition with homomorphic semantics
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21.4.4 Why 21.4.3 is not a constituent structure

A constituent structure analysis would proceed on the assumptiogethats semantically closer tihe woman
andthe book than tothe man.
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21.5 Complexity of natural language semantics

21.5.1 Low complexity of syntactic system may be pushed sky high by semantic interpretation

(a) ™ (b) 1:3

3.14159265... 1" 3=0.333...

21.5.2 Interpretation of ‘“Trakhtenbrod Theorem’ within SLim theory

1. Trakhtenbrod Theorem A. Trakhtenbrod Theorem (real token)

2. meaning;

3. context file B. mathematical content of the theorem
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21.5.3 CoNSem hypothesi@€omplexity of Natural language Semantics)

The interpretation of a natural language syntax within the C-LAGs is empirically adequate only if there

Is a finite constark such that

e it holds for each elementary word form in the syntax that the associated semantic representation con
sists of at mosk elements, and

e it holds for each elementary composition in the syntax that the associated semantic composition in-
creases the number of elements introduced by the two semantic input expressions by maximally
elements in the output.

This means that the semantic interpretation of syntactically analyzed input of lecgtisists of maxi-

mally (2n — 1)- k elements.

21.5.4 lllustration of CoNSem hypothesis withkk =5

a . b — = ab . C — = abc

[1-5] & [6-10] [1-15] &  [16-20] [1-25]
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22. Database semantics
22.1 Database metaphor of natural communication

22.1.1 Interaction with a conventional database

storage retrieval
| O ]
N N
) eI
moment of time t; - to

database A A

22.1.2 Interaction between speaker and hearer

hearer speaker
EEE EEEEEEEE o= cr o
v .
- -
moment of time to - t1
database H 7= S
CF fa=
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22.1.3 DB interaction and NL communication

e ENTITIES INVOLVED
Database interactiontakes place between two different entities, the user and the database.
NL communicationtakes place between two similar and equal cognitive agents, the speaker and the hea

e ORIGIN OF CONTROL
Database interactionoperations of input and output are controlled by the user.
NL communicationthere is no user. Instead, the cognitive agents control each other by alternating in
speaker- and the hearer-modiar( taking.

e METHOD OF CONTROL

Database interactionuser controls the operations of the database with a programming language the cc
mands of which are executed as electronic procedures.

NL communicationspeaker controls language production as an autonomous agent, coding the paramete
the utterance situation into the output expressions. The hearer’s interpretation is controlled by the incor
language expression.

e TEMPORAL ORDER
Database interactionoutput (database as ‘speaker’) occurs necess#tédythe input (database as ‘hearer’).

NL communication production (output procedure of the speaker) occurs necesbafiyeinterpretation
(input procedure of the hearer).
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22.1.4 Sketch of a simple subcontext

FIDO

1S-A FRIENDS BROTHERS

DOG FEL&\FRITZ ZAC/H\EDDIE

22.1.5 Pragmatic interpretation of 22.1.1
LIKE
AGENT PATIENT
FIEDO |

1S-A FRIENDS BROTHERS .

DOG FEL&\FRITZ EDD/IE\ZACH

e ¥ =
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22.2 Descriptive aporia and embarrassment of riches

22.2.1 Model-theoretic definition of a context

Let M S be a model structure (A,I,F), where A, |, J are sets; is a simple orderingon J, and F is a
denotation function.

A, |, J, and F have the following definition:
A={ao, a, &, &, a}, | ={i 1}, I={j 1}
F(fido')(i1, J1) = &

F(felix)(i1,]j1) =&

F(fritz’)(i1, 1) = &

F(zach')(k, 1) = &

F(eddie’)(i, j1) = &

F(dog’)(i1, j1) = {ao}

F(fido-friends’)(i, j1) = {a1, &}
F(fido-brothers’)(i, j1) = {as, a}

22.2.2 Extending the hearer context to the meaning of a new sentence suchdo likes Zach

Requires automatic addition of ‘F(likej(ij;) = {(ap,a)} t0 22.2.1

CF LAE (©1999 Roland Hausser



FoCL, Chapter 22: Database semantics

393

22.2.3 Creating aframe

(make-frame
fido
(is-a (value doq))
(friends (value felix fritz))
(brothers (value zach eddie))

)

22.2.4 Definition of 22.4.2 as rame

(fido
(is-a (value dog))
(friends (value felix fritz))
(brothers (value zach eddie))

)

22.2.5 Retrieving information

(get-values 'FIDO 'FRIENDS)
(FELIX FRITZ)

e ¥ =
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22.2.6 Extending the hearer context td-ido likes Zach

Requires deriving

(fido
(like (value Zach)

)

and automatically adding the part
(like (value Zach)

as a new slot into 22.2.4.
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22.3 Propositions as sets of coindexed proplets

22.3.1 Proposition 3.4.2 as a set of prople{preliminary format)

Ve 1 [Type: Tvoe: —
T_ype. . M-concept:.contain Type: .
M-concept:field _ M-concept:triangle
_ role: functor _
role: argument ‘ role: argument
Token: Token: Token:

[I-concept,.: X2
argument 1field
argument 2triangle

I-concepf,.: X3
functor: contain

I-concepf,.: X1
functor: contain

%r.n:?ZS orn: 23 i[?jr.néZS
- - | Lepr: 23and 24 1] =57 -
[ Type: 7 [ Type: 1T ]

M-concept:contain
role: functor

Token:
I-concepy,.: X5

argument 1field _ _
argument 2sauare functor: contain
prn: 24 g . prn: 24

o prn: 24 .
- id: 7 - | epr: 23and 24 - id: 9 -

Type:
} {I\/I-concept:square

M-concept:field
role: argument

role: argument
Token:

I-concepf,.: x4

functor: contain

Token:
I-concepf,.: X6
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22.4 Proplets in a classic database

22.4.1 Types of databases

classic: record based
non-classic: based on the principle of slot and filler

22.4.2 Types of classic databases
Relational database, hierarchical database, network database

22.4.3 Relations between proplet features

type <> token
token< prn
prn < epr
token<+ id
functor+» argument
modifier <+ modified
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22.4.4 Propositions 3.4.2 as a word bank

TYPES

M-concept:contain
role: functor

M-concept:field
role: argument

M-concept:square
role: argument

M-concept:triangle
role: argument

SIMPLIFIED PROPLETS

I-concepy,.: X2
argument Tield
argument Zriangle
prn: 23

| epr: 23 and 24

[I-concepy,.: X1
functor: contain
prn: 23

id: 7 |
[I-concepy,.: X6
functor: contain
prn: 24

[id: 9 |
[I-concepf,.: X3]
functor: contain
prn: 23

 id: 8

I-concepf,,.: X5
argument Tield
argument square
prn: 24

| epr: 23 and 24

I-concept,,.: X4
functor: contain
prn: 24

id:7

e ¥ =
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22.4.5 Example of a network database

owner records member records

Comp.Sci. Riedle Schmidt  Stoll
Mathematics Mduller  Barth Jacobs
Physics Weber Meier Miele

22.4.6 Types of continuations

intrapropositional
from argument to functor, functor to argument, from modifier to modified and vice versa

extrapropositional
epr from verb to verb, id from noun to noun

CF LAE (©1999 Roland Hausser



FoCL, Chapter 22: Database semantics 399
22.5 Example of a word bank

22.5.1 Propositional presentation of subcontext 22.1.4

1. Fido is a dog.

2. Fido has friends.

3. The friends are Zach and Eddie.
4. Fido has brothers.

5. The brothers are Felix and Fritz.
6. Fido likes Zach.
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22.5.2 Graphical presentation of the propositions in 22.5.1

be
SN
Fido dog
have
SN
Fido friend
‘ be
SN
friend Zach, Eddie
have
SN
Fido brother
be
SN
brother Felix, Fritz
like
SN
Fido Zach

e ¥ =
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22.5.3 Subcontext 22.1.1 as a word bank

TYPES

M-concept: b
role: functor

{M-concept: brothe]r

role: argument

M-concept: do
role: argument

M-concept: Eddi
role: argument

PROPLETS

argl: Fido
arg2: dog
prn: 1

| epr: 1and 2

functor: have
prn: 4
id:

functor: be
prn: 4
id:

functor: be
prn: 3
id: 3

[I-concepy,.: X1]

[I-concept,.: X4

[I-concepf,.: X6]

[I-concepf,.: X7]

[I-concepf,.: X2 ]
argl: friend
arg2: Zach, Eddig
prn: 3
epr:2and 3

\v

3and 4

[I-concept,.: X5
functor: be
prn: 5

id:

[I-concepf,.: X3
argl: brother
arg2: Felix, Fritz
prn: 5
epr:4and 5

5and 6

e ¥ =
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[I-concepy,.: X8]
M-concept: Feli functor: be
{role:argument j prn: 5
id: 4 |
[I-concept,.: X9
M-concept: Frit functor: be
{role: argument i prn: 5
id: 5 |
[l1-cony,.: X10] [l-cony,.: x11] [l-cony,.: x12] [l-cony,.: x13
{M—concept: Fid(} functor: be functor: have| |functor: have| [functor: like 2
role: argument prn: 1 prn: 2 prn: 4 prn: 6
id: 1 id: 1 id: 1 id: 1
[I-concep},.: X141 [l-concepf,.: X15]
M-concept: frien functor: have functor: be
{role: argument i prn: 2 prn: 3
id: 1 lid: i
[I-concepf,.: X16] [l-concepf,.: X17]
argl: Fido argl: Fido
M-concept: hav arg2: friend arg2: brother
{role:functor T prn: 2 prn: 4
epr:1and 2 epr:3and 4
2and 3 | | 4and5
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[I-concept,,.: X18]
argl: Fido
arg2: Zach &
prn: 6
epr:5and 6

M-concept: lik
role: functor

[I-concept,.: X19] [l-concepf,.: x20
M-concept: Zac functor: be functor: like
[role:argument T prn: 3 prn: 6

id: 2 id: 2

&
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22.5.4 Semantic representation of proposition 6

TYPES PROPLETS

[I-concepl,.. X13]

M-concept: Fid functor: like

[role: argument ? prn: 6

id: ? |

_I-concepxoc: x18
argl: Fido

i arg2: Zach
prn: 6

epr: ?

M-concept: lik
role:; functor

[I-concepl,.. X20]
M-concept: Zac functor: like
[role:argument T prn: 6

id: ?
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23.SLIM machine in the hearer mode

23.1 External connections and motor algorithms

23.1.1 Static structures of theSLIMm machine

word type word tokelwoplet)
v W _
M-form I-formy,¢
role | continuations
M-concept index
_M-concept
< ...................
M-concept I-concept;,,.
rOIe .................................... Continuations
index
A A
céncept type doncept tokéroplet)

verbal token line

internal matching

contextual token line

e ¥ =
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23.1.2 External connections and motor algorithms of the&sLIM machine

LA-SL__J syntax
: LA—SU semantics

] - [

M-form v I-form; .
language-based role continuations
recognition— M-concept index
<—action M-concept

< .........................
<----- = | M-concept | - P = | l-concept;,.
context-based role oo C pontinuations
recognition— -’ index
<—action N : A

CO-RE syntax_f LA-NA syntax
LA-NA pragmatics

- LA-SU pragmatics

e ¥ =
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23.2 TenSLIM states of cognition

23.2.1SLI1m 1: Recognition(contextual)

M-form
role
M-concept

I-form; .
continuations
index
M-concept

----- > M-concept -—---------——=_| l-concept;,.
role ’/D N continuations
) .
— index

]

23.2.2SLIM 2: Action (contextual)

M-form
role
M-concept
- - M-concept ity
role A 0
</l

I-form; .
continuations
index
M-concept

I-concept;, .
continuations
index

]

e ¥ =
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23.2.3SLIM 3: Inference (contextual)

M-form I-forr'nloc'

role continuations

M-concept index
M-concept

M-concept I-concept;, .
role | continuations
index

23.2.4SL1m 4: Interpretation of language (mediated reference)

— ] M-form N I-formy .
role 0 continuations
M-concept index
M-concept

M-concept I-concept; .
role continuations
index
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23.2.5SLImM 5: Production of language(mediated reference)

= M-form ,_"fo”,nloc,
role continuations
M-concept :\r/]ldc:eé(ncept

M-concept I-concept;,, .
role | continuations
index

23.2.6SLIM 6: Language-controlled action(immediate reference)

— M-form ] I-forr_nloc_
role 0 continuations
M-concept Il\r/lldci;(ncept

<---7 M-concept =TTTTTTTTT oot I-concept; .
role A continuations
- index
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23.2.7SLIm 7: Commented recognition(immediate reference)

- M-form ,_"fo”,nloc,
role continuations
M-concept :\r;ldfc;(ncept

it M-concept T > | l-concept,,..
role S continuations
5 index
=~

23.2.8SLIM 8: Language-controlled recognition(immediate reference)

— M-form ] I-forr_nloc_
role 0 continuations
M-concept Il\r/lldc(;e(;(ncept

it M-concept ottt > | l-concept;,,.
role A continuations
vy index
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23.2.9SLIM 9: Commented action(immediate reference)

- M-form
role
M-concept

index
M-concept

|

[ 1-formy .
{_conﬂnuaﬂons

== M-concept =TTt C I-concept; .
role P 0 continuations
vy index

]

23.2.10SLIm 10: Cognitive stillstand

M-Form
role
M-concept
M-concept
role

LFonnlOC
continuations
Index
M-concept

I-concept; .
continuations
Index

]

e ¥ =
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23.2.11 Notions grounded in the terbLImM states

Context-basedognition is represented by 1 to S.im 3,

Language-basedognition is represented by 81 4 and &M 5,

Simultaneous context- and language-baseghition is represented byL81 6 to S.im 9.
Context-basedognition distinguishes betweescognition(SLimM 1), action(SLim 2), andinferencing(SLiM 3).

Language-basedognition distinguishes between thearer modg€SLIM 4, SLim 6, SLIM 8), and thespeaker
mode(SLIM 5, SLiIM 7, SLIM 9).

Mediated referenc€SLIM 6 to S.IM 9) is distinguished fronnmmediateeference (8ImM 4, S_.im 5).

In immediate referengdanguage-basecdontrol (SLim 6, SLiM 8) is distinguished from context-basedm-
menting(SLIM 7, SLIM 9).
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23.3 Semantic interpretation of LA-SU syntax

23.3.1 Representing inflectional variants in a word type

M-form:  square M-form: square’s M-form: squares M-form: squares’
category:  (SN) category: (NG) category:  (PN) category: (NG)
property:  singular property: singular property: plural property:  plural

PoS: noun
common core

M-concept: 3.3.2
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23.3.2 Word form recognition and derivation of a woplet

automatic
word form recognition

;

LA-SU semantics

v

———————————— =| M-form sur:  I-form;,,.
inflectional category O .
_ , syn: categor
type properties LA-SU syntax y et gory B
1] properties
comman PoS sem: | continuations
core M t index
-eoncept M-concept
word type woplet
|-concept
M-concept _ p_loc
continuations
role | index
concept type coplet
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23.3.3 Nominal, verbal, and adjectival woplet structures

nominal woplet

verbal woplet

adjectival woplet

sur: sur; _
V- syn: sur:
yn. _ - _ syn:
properties: properties: roperties:
cont.: [MOD:] cont..: -MOD:] PP NP.'
sem: VIrErlfB: sem: :er:']:. sem: | €Ot [VERB:]
index: [:Od ] index: gpr:] index: [prn]
i M-concept: i M-conc_ept: _M-concept:
CF fa=

(©1999 Roland Hausser



FoCL, Chapter 23: SM machine in the hearer mode 416
23.3.4 Schema of semantically interpreted LA-SU rule

rule:
syn: (ss-patteri (nw-pattern — (ss-patterr
sem: semantic operations
input: output:
sur: sur:m sur:n sur; sur:m+n
syn:(ay| ... [syn:{(c)| + |syn:(e) syn:{(a)| ... |syn:(Q)
semb sem:d | . sem:f | sem:b sem:h

1 ) 1+1 1 1+1
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23.3.5 The six basic operations of the LA-SU semantics

1. copyss: include the woplets of the sentence start in the result.

2. COPY..: include the woplet of the next word in the result.

3. m.X —| a | ny.y: copy the values of the source feature x inaudditively into the goal feature y inan
whereby R and i, may be the woplets of the sentence start or the next word.

4. m.X —| e = ne.y: copy the values of the source feature x inaxclusively into the goal feature y inbn
whereby the value of y must be NIL (empty value).

5. m.x —| r = n..0: substitute all occurrences of the variablen n, simultaneously with the value of the
source feature x injn

6. n.x —| m (— n.x: mark the first value of the source feature x in n, whereby the value of x must be a list.
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23.3.6 Comparison of additive and exclusive copying

Additive:

nw.y —
COPYss

—> SS.X

x:a], x], + [y:b]= [xxab], [xx b],

Exclusive:

nw.y—
COPY;

— SS.X

(x:a], [x], + [y:bl= [xa], [xxb],

e ¥ =
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23.4 Example of syntactic-semantic derivationl(A-E4)
23.4.1The man gave Mary a flower because he loves her.

23.4.2LA-E4for adverbial subclauses of English

LX = LX of LA-E3plus {(slowly (ADP) *), (because (# ADP) *)}
Variable definitions = those dfA-E3plusmne {np U {V, VI}}

STs =4er { [(X) { 1 DET+ADJ, 2 DET+N, 3 NOM+FV, 4 AUX+MAIN, 5 STRT-SBCL}]}
DET+ADJ: (hx) (ADJ) = (nx) { 6DET+ADJ, 7 DET+N
DET+N: (nx) (n) = (X) { 8 NOM+FV, 9 FV+MAIN, 10 AUX+NFV,
11 ADD-ADP, 12 IB
NOM+FV: (np#X(nPyV) = (Y#X)
(np) (np’' x V) = (XV) {13 FV+MAIN, 14 AUX+NFV, 15 ADD-ADP,
16 1P}
FV+MAIN: (np #X) (y np) = (Y X)
(np' x#y) (znp) = (zx#Y)
(np' x V) (y np) = (y x V){17 DET+ADJ, 18 DET+N, 19 FV+MAIN, 20 IpP
AUX+NFV: (aux#xV)(auy = (xV)
(aux#x V) (yauy = (Y#xV)

e ¥ =
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(auxV) (x aux) = (xV) {21FV+MAIN, 22 IP}
AUX+MAIN:( np auxV) (x np’) = (x auxVI) { 23 AUX+NFV, 24 DET+ADJ, 25 DET+}
ADD-ADP: (x ADP) (mny) = (X mny)

(mny) (x ADP) = (x mny) {26 STRT-SBCL, 27 NOM+FV, 28 FV+MAI}

STRT-SBCL: (# x) (ynp) = (y np# X) {29 DET+ADJ, 30 DET+N, 31 NOM+FV,
32 ADD-ADP}
IP: (vt) (vt x) = (X) {}

STr =des { [(V) P ip], [(VI) rpip]}
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23.4.3SYNTACTICO-SEMANTIC ANALYSIS OFfield contains triangle

combination step 1:

field + contains field contains
syntax: (N) (NAV) - (AV)
|

np: field verb:  contain np: field verb: contain
semantics: FUNC: - FUNC: contain ARG: field
prn: 23 prn: 23 prn: 23
combination step 2:
field contains + triangle
syntax: (AV) ()
| |
np: field verb: contain triangle
semantics: FUNC: contain ARG: field
prn: 23 prn: 23
field contains triangle
syntax: = V)
np: field verb: contain np: triangle
FUNC: contain ARG: field triangle FUNC: contain
semantics: — prn: 23 prn: 23 prn: 23
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23.4.4The man gave Mary a flower because he loves her.

23.4.5 Applying DET+N tothe + man

syn: (n x) (n) — (X)
sem: nw.M—| r |— ssll
COPYiss
[ sur: the sur: man [ sur: the man ]
syn: (SN’ SNP) syn: (SN) syn: x (SNP)
[P: (sg def) P: [P: (sg def)
| MOD: | MOD: | MOD:
< [VERB:] < [VERB:] — < [VERB:]
sem: sem: sem:
! prn: (1) ’ prn: = ’ prn: (1)
©lid: +1 Clid: = Clid: x 1
M: [ | M: man |Mixman | |
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23.4.6 Applying NOM+FV to the man + gave

syn: (np) (np x V) (x V)
sem: nw.M—{ e (- ss.VERB
a |- nw.NP
COPYnw
sur: the man sur: gave sur: sur: the man gave
syn: (SNP) syn: (N’ D" A" v) syn: (SNP) syn:x (D" A’ V)
[P: (sg def) [ P: past tense | [P: (sg def) [P: (past tense)
. |MOD: ~|MOQOD: _ |MOD: . |MOD:
c {VERB:} < {NP: } c [VERB:*give} c {NP:* <man>}
sem: sem:; sem: sem:
[P (1) . |[Prni= | (1) | [Pk (1)
S lid: 1 " |epr: S lid: 1 " |epr:
i | M: man i | M: give | i | M: man i | M: give |
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23.4.7 Applying FV+MAIN to the man gave + Mary

syn: (np’ x V)
sem:

sur: the man gave
syn:x (D" A’ V)
P: (past tense) |
c. {I\/IOD: }

"~ |NP: (man)
' [prn: <1)}

epr:

sem:

| M: give

(ynpp —

nw.M—| a — ss.NP

ssM— e |~ nw.VERB

COPYss COPYnuw

[ sur: Mary
syn: (SNP)
[P: (sg name) |
MOD:
c {VERB:}
sem:
' {prn::}
Clid: +1
i | M: Mary 114
“sur: the man gave Mary
syn:x (A" V)
[P: (past tense)
. c. {MOD:
" |NP: (man,x Mary)
sem:
' {prn: <1>}
epr:
i | M: give

|

{(yxV)
[sur: )
syn: (SNP)
[P: (sg name)
c: {MOD: }
" | VERB: x give
sem:
' {prn:* <1>}
Clid: % 2
i | M: Mary 114

e ¥ =
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23.4.8 Applying FV+MAIN to the man gave Mary + a

syn: (np' x V) (ynp) == (yx V)
sem: nw.M—| a — ss.NP

ss.M—| e - nw.VERB

COPYss COPYnw

sur: the man gave Mary i sur: a
syn: (A" V) syn: (SN’ SNP)
[P: (past tense) ] [P: (sg indef) |
c. {I\/IOD: } N c. {I\/IOD: }
"~ |NP: {man, Mary " | VERB:
sem: sem:
' [prn: <1)} ' {prn::}
" |epr: " lid: +1
| | M: give 113 | |M: [ 115
sur: the man gave Mary a 1 [sur: ]
syn:x (SN’ V) syn: (SN’ SNP)
[ P: (past tense) ] [ P: (sg indef)
. c. {MOD: } c: {MOD: }
" |NP: {man, Maryx ) " | VERB: x give
sem: sem:
y [prn: <1>} y [prn: <1>}
" |epr: S lid: % 3
i | M: give 115 L M: O 115
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23.4.9 Applying DET+N to The man gave Mary a + flower

syn: (n x)
sem:

sur: the man gave Mary a
syn: (SN’ V)
[P: (past tense)
c. {MOD:
" |NP: {man, Mary,[)

' {prn: <1>}

sem:

epr:
| M: give

|

() — (%)
nw.M — r |- ssli
COPYss

[sur: i sur: flower ]
syn: (SN’ SNP) syn: (SN)

[ P: (sg indef) [P: ]

c: {MOD: } c. {I\/IOD: }

" | VERB: give " | VERB:

sem: sem:

' [prn: <1>} ' {prn::}

" lid: 3 " lid: =

i M: O 115 i | M: flower | |,

sur: the man gave Mary a flower 1 [sur: ]

syn: (V) syn: (SNP)

[ P: past tense ] [ P: (sg indef)
. c. {MOD: } c. {MOD: }
" |NP: (man, Mary,x flower) " | VERB: give
sem: sem:
y [prn: <1>} y [prn: <1>}
" |epr: " lid: 3
i | M: give 113 L | M: x flower 115

e ¥ =

(©1999 Roland Hausser



FoCL, Chapter 23: SM machine in the hearer mode 427

23.4.10 Applying ADD-ADP toThe man gave Mary a flower + because
syn: (mny) (x ADP) = (xmny)

sem: ss.prn— € (= nw.pl

nw.prn— € (- nw.p2

nw.epr—| a |— ss.epr

COPYs s C(_)F)an

['sur: because
sur: the man gave Mary a flower 1 syn: (# ADV)
syn: (V) [P: 1
[P: (past tense) ] c: [MOD:]
c: [MOD: ] n " INP:
sem: NP: (man, Mary, flowey sem- prm: @
" [prn: (1>] " pl:
" |epr: " |epr: |con: because
i | M: give 113 p2:
i | M: 117
[sur: 1 [sur: the ... flower because i
syn: (V) syn:x (# V)
[ P: (past tense) | [P: 1
c: [MOD: ] c: [MOD:]
" [NP: (man, Mary, flowey " [NP:
—
sem: prn: (1) sem: prn: x (2, 1)
pl:1 I pl: x1
epr: x | con: because " |epr: |con: because
[pz: 2 ] [pZ: * 2 ]
i | M: give 113 L | M: 117
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23.4.11 Theepr feature structure introduced by the The conjunctionbecause

pl:
epr: [con:becaus

p2:
23.4.12 Applying START-SUBCL toThe man gave Mary a flower because + he

syn: (# x) (y np) = (y np #x)
sem: COp¥ s COpYnw
[sur: the man gave M. af. becalse [sur: he i
syn: (# V) syn: (SNP)
[P: ] [P: (nom sg) |
. |MQOD: . |MQOD:
c [NP: ] * c [VERB:]
sem: sem:
! prn: (2, 1) ! prn: =
" |epr:1 bec2 Clid: +1
| | M: ] 1= | [Mipro-1 - ] 1g
[ sur: the man gave M. a f. because|he [sur: i
syn:x (SNP # V) syn: (SNP)
[P: ] [P: (nom sg) ]
. |MQOD: . |MQOD:
= c [NP: ] c [VERB:]
sem: sem:
[P (2, 1) | [Prn:x (2, 1)
" |epr:1 bec2 Clid: x 1
| | M: i 17 L | M: pro-1 1]g
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23.4.13 Application of NOM+FV to The man g. M. a f. because he + loves

syn: (np #X) (np' y V) = (Y#X)
sem: ss.M— a (— nw.NP
nw.M —{ € |- ss.VERB
nwM— € |- ss.M
NW.NP - € |- ss.NP
nw.P— € |- ss.P
COPYs s
[sur: The ...lecause he [sur: [sur: loves T
syn: (S_NP #V) _ syn: (S_NP) syn: <S3’ A V)
P: P: (nom sg) [P: (present tense) |
. |MOD: . |MOQOD: . |MOD:
c [NP: ] < [VERB:] c [NP: ]
sem: sem: sem:
- [P (2, 1) - [P (2, 1) | |[Prn:=
" |epr:1 bec2 S lidr 1 " |epr:
i | M: ] | | M: pro-1 i | M: love 119
sur: The ...lecause he loves] [sur: i
syn: ( x Al #V) syn: (SNP)
[P: * present tense | P: (nom sg)
C: MOD: C: MOD:
= " [NP: x pro-1 " | VERB: x love
sem: sem:
- [Pm:(2, 1) . [pm:(2, 1)
" |epr:1 bec2 S lid: 1
| | M: x love ] | | M: pro-1 11g
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23.4.14 Application of FV+MAIN to The m. g. M. a f. because he loves + her

syn: (np' # x) (ynp) = (yx)
sem: nw.np—| a [— ss.NP

ss.verb— € |— nw.VERB

ss.prn—{ M = ss.prn

COpYss COPYnw

‘sur: The ... lecause he lovgs [sur: her
syn: (A’ # V) syn: (SNP)
[ P: present tense ]| [P: (obl sg)
MQOD: MQOD:
< [NP: pro-l] + < [VERB:]
sem: sem:
! [prn: (2,1) ] ! {prn:=]
" |epr:1 bec2 Clid: +1
i | M: love 117 | |[M:pro-2 | |4
[sur: The ...lecause he loves her]
syn: ( % V)
[ P: present tense ]
_ c. [MOD: ]
" |NP: pro-1x pro-2
sem:
" [prn: * (2-, 1)]
" |epr:1 bec2
| | M: love ]

sur:
syn: (SNP)
[P: (obl sg)
c: [MOD: ]
" | VERB: x love
sem:
" [prn: * (2-, 1)]
Clid: %2
i M: pro-2

410
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23.4.15 Proposition number of embedded subclause

the man, gave her a flower.
prn: (1) because he loves Mary prn: (2-, 1)
prn: (2, 1)
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23.5 From SLIM semantics toSLIM pragmatics

23.5.1SLIM semantic representation of example 23.4.1

the man gave
[sur: [sur:
syn: (SNP) syn: (V)
[ P: (sg def) [ P: (past tense) ]
c. {MOD: } c. {MOD: }
" | VERB: give " |NP: {man, Mary, flowey
sem: sem:
y [prn: <1>} y [prn: (1) }
S lid: 1 " |epr:1 bec2
i | M: man i | M: give |
Mary a flower
[sur: [sur:
syn: (SNP) syn: (SNP)
P: (sg name) [ P: (sg indef)
c. {MOD: } c. {MOD: }
" | VERB: give " | VERB: give
sem: sem:
y [prn: <1>} ' [prn: <1>}
" lid: 2 " lid: 3
i | M: Mary i | M: flower
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because loves he her
[sur: ] [sur: ] sur: ]
syn: (V) syn: (SNP) syn: (SNP)
[P: (3sg, present tense) | [P:(nomsg) ] [P: (obl sg)
c. [I\/IOD: J c. [I\/IOD: } c. [MOD: }
" |NP: pro-1, pro- " | VERB: love " | VERB: love
sem: sem: sem:
' [prn: <2—,1)} ' [prn: (2-, 1)} ' [prn: <2-,1)}
" |epr:1 bec2 “lid: 1 " lid: 2
i | M: love 117 i | M: pro-1 11g i | M: pro-2 119

23.5.2 Components of meaning

e Compositional semantics (sentence semantics)

1. Decomposition of input into elementary propositions.
2. Functor-argument structure within an elementary proposition.
3. Extrapropositional relations among elementary propositions.

e Lexical semantics (word semantics)

1. Properties and M-concepts of woplets.
2. Extrapropositional relations between word types by meaabsdlute propositions
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23.5.3 Embedding 23.5.1 into the contextual word bank

reading in
base forms linguistic tokens example 23.4.1
(owner records) (member records) /

flower /. .

language-based
word bank Ve

pragmatic interpretation
|

contextual
word bank
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23.5.4 Contextual reconstruction of language information

flower [flower]

give [gave]

[because Iovells]

N

man [man]
|

love i
Mary i

flower [ﬂO\vNér]

give [give] ¢ o
TE | .~ [because love]

love
man

Mary
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24.SLIM machine in the speaker mode

24.1 Subcontext as concatenated propositions
24.1.1 Immediate vs. mediated subcontexts

In immediate subcontexts, the coherence of the content follows directly from the coherence of the external w
which they reflect, i.e., the temporal and spatial sequence of events, the part-whole relations of objects, et
contrast, mediated subcontexts have the special property that the elements familiar from direct recognition
be reordered and reconnected by the author at will.

24.1.2 Comparing coherence and inchorence, Example |

The representation of a swimmer standing at the pool side, diving into the water, and disappearing with a sj
IS coherent. In contrast, a representation in which a pair of feet appears in the foaming water and a swin
flies feet first into the air landing on the pool side, would be incoherent — unless it is specified in addition that
representation happens to be, e.g., a backward running movie.

24.1.3 Comparing coherence and inchorence, Example Il

A representation of people talking with each other would be coherent. In contrast, a similar represente
of a deer conversing with a skunk in English would be incoherent — unless it is specified in addition that
representation happens to be fictional.
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24.1.4 Mediated subcontexts reflecting the coherence of the external world

world — speaker context> language— hearer context» world

24.1.5 A sequence of propositions forming a subcontext

1. Peter leaves the house. 2. Peter crosses the street. 3. Peter enters a restaurant. 4. Peter orders a s
5. Peter eats the salad. 6. Peter pays the salad. 7. Peter leaves the restaurant. 8. Peter crosses the st

9. Peter enters the house.

24.1.6 Equivalent representation of 24.1.1 as a word bank

CONCEPT TYPES COPLETS

M-concept: cro
role: T-verb

T

[ 1-concepf, .. Cross
P:indicative
C: {I\/IOD:

1 then 2

prn: 2
|: _ [2 then 3

NP: Peter, strelt

Ii

[ 1-concepf, .. Cross
P:indicative
C: {MOD:

7 then 8

prn: 8
I: _ [8 then 9

NP: Peter, strelt

Ii

e ¥ =
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M-concept: e
role: T-verb
role: T-verb

{M—concept: ente}r

M-concept: hous
role: noun

1-concep}, .. eat
P:indicative

c: MOD:
" |NP: Peter, sal

prn: 5

4 then 5

|: _ {5 then 6}
epr:

[1-concep}, .. enter
P:indicative
C: {MOD:
" | NP: Peter, restaur
prn: 3
| epr- {3 then 4}
i " [2then 3

[ l-concept, .. housé
P: A sg def

C: MQOD:
" | VERB: leav

I prn: 1
| id: 2

L C: [MOD:
ant

[1-concept, .. enter
P:indicative

prn: 9
I:

[ 1-concept, .. housé
P: A sg def

C: MOD:
" | VERB: ente

I prn: 9
| |id: 2

NP: Peter, hou

L

°pr- [8 then 9}

e ¥ =
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M-concept: leav
role: T-verb

M-concept: orde
role: T-verb

M-concept: pa
role: T-verb

[ I-concept, .. leave
P:indicative

c. MOD:
" |NP: Peter, house

prn: 1

epr

[ I-concept, .. leave

P:indicative

C: MOD:
NP: Peter, restaur
prn: 7

6 then 7

|: _ {1 then 2}

[ I-concept, .. order
P:indicative

c: MOD:
" |NP: Peter, sal

prn: 4
I: - 4 then 5
3then 4

[ |- -concept,.: pay
P:indicative

C: MQOD:
" |NP: Peter, sal

prn: 6

I: - 6 then 7
" |S5then6] |

|: _ {7 then 8}
epr:

1

e ¥ =
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M-concept: Pet
role: name

ﬂr

[1-concep},.. Peter]
P:Nom

C: MQOD:
" | VERB: leav

I prn:1
| lid: 1

[1-concept,,.: Peter]
P:Nom

~|MD:
C: {VB: crosJ

I prn: 2
| lid: 1

l-concept,,.: Peter]
P:Nom
MD:

C: {VB: enter}

I prn: 3
| id: 1

[1-concepf,.: Peter]
P:Nom

C: MOD:
" | VERB: orde

I prn: 4
| id: 1

[ 1-concept,.. Peter]
P:Nom

C: MOD:
" | VERB: leav

I prn: 7
| id: 1

[1-concept,,.: Peter]
P:Nom

C: MOD:
" |VERB: ea

I prn: 5
| lid: 1

[ 1-concept,.. Peter]
P:Nom

~|MD:
c {VB: crosJ

I prn: 8
| id: 1

[1-concept,,.: Peter]
P:Nom

C: MOD:

" | VERB: pay
I prn: 6
| lid: 1

'l-concepi, .. Peter]
P:Nom

~|MD:
c {VB: enter}

I prn: 9
| id: 1

e ¥ =
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[1-concep},.: restauran  [l-concepf,.: restaurant
P: A sg indef P: A sg def
{I\/I-concept: restaura]wt c: [MOD: ] c: [MOD: 4
role: noun " | VERB: ente " | VERB: leav
' [prn:?,} ' [prn:T
| |id: 4 1 | [id:4 ] |
[1-concep},.: salad] [I-concep},.: salad] [I-concepi,.: salad]
P: A sg indef P:A sg def P:A sg def
{M—concept: sala]j c. [IVIOD: J c: [I\/IOD: J c: [I\/IOD: }
role: noun " | VERB: orde " | VERB: ea " | VERB: pay|
' [prn:ﬂ ' [prn:S} ' [prn:G}
| id: S 1 L [id:S 1 L [id:S |
|-concepi, .. street]  [l-concepj,.: streef]
P:A sg def P:A sg def
{M—concept: streit c: [MOD: J c: [I\/IOD: J
role: noun " | VERB: cros " | VERB: cros
' [prn:z} ' [prn:8}
- id: 3 | [ a3 |
CF fa=
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24.2 Tracking principles of LA-navigation

24.2.1 Step 1 of a LA-NA rule application

START NEXT NEW START
‘'ml:a m2:b m2: b
rule; o—o: M2: b Ml:xay| — rule package; s—o
prn:c prn: c
ml:cl
coplets
of the a
word bank M2: c2
prn: c3
¥ = (©1999 Roland Hausser
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24.2.2 Step 2 of an LA-NA rule application

rule; yo-0:

coplets

of the
word bank

START

ml: a
M2: b
prn: c

ml:cl

M2: c2

prn: c3

NEXT

‘'m2:b
M1l: xay
 prn: c
m2:c2
M1: ..cl..

prn: c3

m2: b

NEW START

rule package; s—o

e ¥ =

(©1999 Roland Hausser



FoCL, Chapter 24: SM machine in the speaker mode

444

24.2.3 Step 3 of a LA-NA rule application

rule; yo-0:

coplets

of the
word bank

START

‘'m1:; a
M2: b
prn:c

ml:cl

prn: c3

M2: c2

NEXT

‘'m2:b
M1l: xay
 prn: c
m2:c2
M1: ..cl..

prn: c3

NEW START

‘'m2: b

m2: c2

prn: c3

rule package; s—o

M1: ..cl..

e ¥ =
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24.2.4 Tracking principles of LA-navigation

1. Completeness
Within an elementary proposition those coplets are preferred which have not yet been traversed during
current navigation.

2. Uniqueness
If several START or NEXT coplets are available, no more than one of each are selected whereby the ch
may be at random or — if activated — based on a specific navigation pattern.

3. Recency
In extrapropositional navigations, propositions which have been least recently traversed are preferred.

4. Frequency

When entering a new subcontext, the navigation prefers paths most frequently traversed in previous na
tions.
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24.2.5 Definition of universal LA-NA syntax

STs: {(IM-np: a] {1 V+NP1, 2 V+NP2})}

‘M-verb:a] [M-np:b ] M-verb: a
V+NP1l: [NP:xby VERB:a| — {3 V+NP1, 4 V+NP2, 5 V+epr}
prnim | |prnim i
‘M-verb:a] [M-np:b 'M-np: b
V+NP2: [NP:xby VERB:a| — {6 NP+id}
prnim | |prnim i
II:I/II;\{irb: a II:I/II;\{erb: b M-verb: b
V+epr: '_ Y — {7 V+NP1, 8 V+NP2}
prn: m prn: n
leprrm Cn| [epr:mCn|
‘M-np:a|l [M-np:a’] [M-verb: c]
NP+ig: | VERBiD) JVERBic) _\NPiXay | gy NP1 10 viNP2)
prn: k prn: | prn: |
idm | [idm ] |

STr: { ((M-verb: X] rp vinp1)}
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24.2.6 Extrapropositionalepr-navigation

////////:;;;‘\\\\\\\\s VERB2 ////////:;;;ﬁ\\\\\\\\s

24.2.7 Extrapropositionalid-navigation

VERB2
A
V+NP2 : V+NP2
NP3 \/NP’l NP, NP4 -
NP+id NP+id
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24.2.8 First Application of V+NP1 in the word bank 24.1.2

M-verb: a
V+NP1l: [NP:xby
prn: c

[|-concepy,.. eat

M-np: b
VERB:a| =
prn: c

[ |-concept,,.. salad|

"M-verb: a

"|-concept,,.: eat

{3 V+NP1, 4 V+NP2, 5 V+epf

P:indicative _ P:indicative
c. [MOD: Jd P'A&%%e_f .. [MOD: Jd
NP:5Peter, sal C: [VERB: eaJ NP:;eter,saI
prn. _ prn:
|: 5 then 6 |: prn. ° |: 5 then 6
epr: id: 2 epr:
i 4then5| | | * - i 4then5] | |
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24.2.9 Second application of V+NP1 in the word bank 24.1.2

M-verb: a
V+NP1l: [NP:xby
prn: c

[|-concepy,.. eat

np: b
VERB:a| =
prn: c

[ |-concept,,.. Peter]

"M-verb: a

[I-concepy,.. eat

{3 V+NP1, 4 V+NP2, 5 V+epf

P:indicative _ P:indicative
P:Nom
c. [MOD: Jd MOD: c. [MOD: Jd
NP:5Peter, sal C: [VERB: eaJ NP::eter, sal
prn. _ prn:
|: 5then 6 |: prn. 0 |: 5 then 6
epr: id: 1 epr:
i 4then5| | | * - i 4then5] | |
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24.2.10 Application of V+epr in the word bank 24.1.2

[M-verb: a’ M-verb: b [M-verb: b]
Vepr: | NP-X NPy — {7 V+NP1, 8 V+NP2}
prn: m prn: n
leprrmCn eprmCn i |
"I-concept,.. eat "|-concept,.. pay "|-concept,.. pay
P:indicative P:indicative P:indicative
C: MOD: C: MOD: C: MOD:
" | NP: Peter, sal " | NP: Peter, sal " | NP: Peter, sal
prn: 5 prn: 6 prn: 6
|: enr- 5then 6 |: o 6 then 7 |: o 6 then 7
i Pl 14 then 5 1 L " |5then6] | i " |5then6| |
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24.3 Interpreting autonomous LA-navigation with language

24.3.1 The finite state back bone of LA-NA
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24.3.2 Universality and language specificity in &LIM machine

LA-SU semantics <

M-Form | Semi-universal -formy, ..
LA-SU syntax role continuations
M-concept _| |anguage specific index
__M-concept
semi-language-specific universal LA-SU pragmatics J

M-concept I-concept;, .
role continuations LA-NA syntax

index
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24.3.3 Realization principles of the basic word orders

VSO languages

realization
V+NP T
buffer: [Verb] + [NP,] — [Verb] [NP4]
realization
V+NP T
buffer: *[Verb] [NP{] + [NP3s] =— *[Verb] [NP] [NP:]
realization
V+NP T 27

buffer: *[Verb] *[NP] [NP2] + [NP3] — *[Verb] *[NP 1] [NP2] [NPs]
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SVO languages

realization
V+NP T
buffer: [Verb] + [NP,] = [Verb] [NP;]
realization
V+NP T
buffer: *[NP;] [Verb] + [NPy] = *[NP] [Verb] [NP,]
realization
V+NP I 27

buffer: *[NP;] *[Verb] [NP 3] + [NP3s] == *[NP;] *[Verb] [NP 3] [NPs]
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SOV languages

realization
V+NP T
buffer: [Verb] + [NP,] = [Verb] [NP;]
realization

V+NP T
buffer: *[NP;] [Verb] + [NPy] = *[NP] [Verb] [NP,]

realization
V+NP 2+ 17

buffer: *[NP;] *[NP 5] [Verb] + [NPs] = *[NP;] *[NP 5] [Verb][NP3]

CF LAE (©1999 Roland Hausser



FoCL, Chapter 24: SM machine in the speaker mode 456
24.4 Subordinating navigation

24.4.1 epr-concatenation

Peter leaves the house. Then he crosses the street.
Peter crosses the street. Before that he leaves the house.

24.4.2 id-concatenation
Peter orders a salad. The salad is eaten by Peter.
24.4.3 epr-subordination (adverbial clauses)

Before Peter crosses the street, he leaves the house.
Peter, before he crosses the street, leaves the house.
Peter leaves, before he crosses the street, the house.
Peter leaves the house, before he crosses the street.
After Peter leaves the house, he crosses the street.
Peter, after he leaves the house, crosses the street.
Peter crosses, after he leaves the house, the street.
Peter crosses the street, after he leaves the house.
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24.4.4 id-subordination (relative clause)

Peter, who leaves the house, crosses the street.

24.4.5 Applying NP+id in the word bank 24.1.2

‘M-np:a | ‘M-np:a - "M-verb: c]
NPeid: | | = NPIXAY 1 f9V+NP1, 10 V4NPZ
prn. K prn: | prn: |
id:m idm  epr:
"I-concept,.: Peter "I-concept,.: Peter’ I-concep,.: leave
P:indicative
P:Nom P:Nom MOD:
C; Ere C. MOD: c [NP' P.eter houJe
" | VERB: cros " | VERB: leav : :
. [pri2 . [prn:1 ! prn: 1
_. id: 1 | _' id: 1 | : epr: |:|
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24.4.6 Adnominal embedding navigation (preverbal)

Peter, who leaves the house, crosses the street.

VY Cross Peter NP+id: street
prn:2 prn:2 leave housea  prn: 2
id: 1 prn:1 prn:1 id: 2
id:3
CF fa=

(©1999 Roland Hausser



FoCL, Chapter 24: SM machine in the speaker mode 459
24.4.7 Word order of adnominal embedding in German

Peter, der das Haus verlassen hat, Gberquert die Stral3e.
Peter, who the house left-has, crosses the street.

realization
V+NP2 T
buffer: [Verb] + [NP,] — [Verb] v [NP]
realization
NP+id 0
buffer: *[NP;] [Verb] v + [NP1] = *[NP;] PRO [Verb]v [Verb']
realization
V+NP1 20 1
buffer: *[NP;] *[PRO] [Verb] v [Verb] + [NP2] = *[NP,] *[PRQ] [Verb] a [Verb'] [NP2']
V+NP1 realization
buffer: *[NP;] *[PRO] *[NP2'] *[Verb'] [Verb] a + [NP,] 11 21

— *[NP,] *[PRO] *[NP2/] *[Verb'] [Verb] a [NPs]
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24.4.8 Application of V+epr in the word bank 24.1.2

[M-verb: a’] M-verb: b ] M-verb: b]
Veepr: | VPHX NP:y — {7 V+NP1, 8 V+NP2
prn: n prn: m
leprrmCn eprmCn i |
v
[|-concepf,.. Cross "I-concept,.. leave "I-concept,.. leave
P:indicative P:indicative P:indicative
C: MOD: C: MOD: C: MOD:
" | NP: Peter, street " | NP: Peter, house " | NP: Peter, house
prn: 2 prn: 1 prn: 1
|: enr- 1 then 2 |: o 1 then 2 |: o 1 then 2
i " |2then 3| | | i br- 1 L br- |
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24.4.9 Different realizations of conjunctions

temporal causal modal
coordinating forward: P1. Then P2. P1. Therefore P2. P1. Thus P2.
coordinating backward:  P2. Earlier P1.

subordinating forward: pl, before P2, pl. pl,for whichreason P2, pl. pl,asP2,pl
subordinating backward: p2, after P1, p2. p2, because P1, p2.

24.4.10 Adverbial embedding navigation

Peter crossed, after he left the house, the street.

VY CIoss Peter V+epr Street
prn:2 prn:2 leave Peter housa  prn: 2
(2then3d) id: 1 prn: 1 prn:1 prn:1  id: 3
(1 then 2) (1then2) id:1 id:2
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24.4.11 Word order of adverbial embedding in German

Peter Uberquert, nachdem er das Haus verlassen hat, die Stral3e.
(Peter crosses, after he the house left-has, the s)reet.

realization

V+NP1 T
buffer: [Verb] + [NP,] — [Verb] [NP]

realization
V+epr 1 2%
buffer: *[NP;] [Verb] + [Verb'] = *[NP] [Verb] v [CNJ] [Verb]

realization

V+NP1 11

buffer: *[NP;] *[Verb] v *[CNJ] [Verb’] + [NP1] = *[NP] *[Verb] v *[CNJ] [Verb'] [NP1']

V+NP1 realization
buffer: *[NP;] *[Verb] v *[CNJ] *[NP1] [Verb’] + [NP2] 21+ 11
— *[NP,] *[Verb] a *[CNJ] *[NP1'] [Verb'] [NP2']

V+NP1 realization
buffer: *[NP;] *[Verb] A *[CNJ] *[NP1’] *[NP2'] *[Verb'] + [NP,] 11
= *[NP4] *[Verb] A *[CNJ] *[NP1'] *[NP2'] *[Verb'] [NP]
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24.4.12 Multiple center embeddings in German

Peter, der den Salat, den er gegessen hatte, bezahlt hatte, verliel3 das Restaurant.
(Peter, who the salad, which he paid-had, eaten-had, left the restajurant.

vieave Peter NP+id: restaurant
prn:7 prn:7  vpay salada Apm:7
id: 1 prn:6 prn:6 veat Petera id: 4
id:5 prn: 5 id:1
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24.5 LA-search and LA-inference

24.5.1 Basic types of questions in natural language

Wh-qguestion Yes/no-question
Who entered the restaurant? Did Peter enter the restaurant?

24.5.2 Search coplets of the two basic types of queries

Wh-qguestion Yes/no-question
_I-concepgoc: enter ] _I-concepgoc: enter ]
E: E:
F- MOD: J F- [MOD: L
" INP:o-1, restaurant " |NP: Peter, restaurant
I: [prn: o-2] I: [prn: o-2]
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24.5.3 LA-Q1 (WH-questions)

STs: {([al{1r1, 2r2})}

[M-verb:a | [M-verb:a | ‘M-verb:a |

r: |-NP:yoz -“NP.yoz | — —NP:yoz | {3r14r}
prn:m | [prnim — 1] prn:m — 1]
[M-verb:a | [M-verb:a | ‘M-verb:a ]

r: |-NP:yoz NP:yo z — NP:yo z {5r3}
prn:m | [prnim — 1] prn:m — 1]
'M-verb: a M-np: o M-np: o

rs: |NP:yoz VERB:a| — VERB:a| {}
prn:n prn: n prn: n

STr: {(IM-np: o] rps)}
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24.5.4 LA-Q2 (yes/no-questions)

STs: {([al{1r1, 2r2})}

M-verb:a] [M-verb:a ]
ri: | =NP:Xx = NP: X —
prn:m prn:m — 1

'M-verb:a|l [M-verb:a ]
ro: | =NP:Xx NP: x —
prn: m prn:m — 1]

STr: {([verb: a] rp,) ([verb: a] rp,)}

M-verb:a
—NP:Xx
prn:m — 1]

M-verb:a
NP: x

prn:m — 1

{3 M 4 r2}

{}

e ¥ =
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24.5.5 Inference schemata of propositional calculus

1. A, B 2. AVB,-A 3. A B A 4 A — B,-B
- A&B - B - B - A

5. A&B 6. A 7. A 8. ——A
- A - AV B - A= B - A

24.5.6 LA-rule for the propositional inference of conjunction

M-verb: a] [M-verb: b] M-verb: a M-verb: b
prn:m prn: n

Inf: [ rn: m rn:n
pr. pr. eprrmandn |eprrmandn
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24.5.7 Coplets of an absolute proposition

|-concept,.. be |-concept,.. dog I-concept,.. anima
NP: dog, anim VERB: be VERB: be
prn: abs327 prn: abs327 prn: abs327

24.5.8 Coplet of an episodic proposition

|-concepf,.. see
NP: Peter, dog
prn: 969

24.5.9 Inference rule inf2 for absolute propositions

M-verb: a M-verb: be M-verb: a
inf2: |NP:xby NP:bc —> NP:xcy
prn: n prn: abs prn: n
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